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Overview

Tessella
Some distributed projects

Climate Prediction
JAC @ JET
Tessella GTI

Observations



Tessella’s Background
Software services company 
serving a wide customer base
Formed in 1980, independent

140+ Technical Staff
Programmers, Consultants & 
Project Managers
All trained in software 
engineering

~£10M Turnover (2005/06)

ISO 9001 & TickIT since 1992

“Investor in People” Status

Long-term client partnerships
FM22778 INVESTOR IN PEOPLE



climateprediction.net

Met Office Hadley Model
Widely used climatology code
UNIX-based
Various starting values and “tweaks” 
possible
Years of model time = many hours of 
supercomputer time



Distributed Approach

Many years of model time = many 
weeks of PC time…
…but many more PCs than 
supercomputers!
Many PC CPU cycles unused (3GHz 
machines running Word + Outlook)



Collaboration Team

Oxford University Atmospheric, 
Oceanic and Planetary Physics
Oxford University ComLab
Reading University, RAL
Tessella, Met Office
NAG, Open University, et al
DTI funded



climateprediction.net launch



climateprediction.net launch



Application to 
climateprediction.net



Current status





Other Distributed Computing

seti@home
folding@home
Many other internet based
Beowulf clusters – different set of 
issues, but in many ways easier to 
control

mailto:seti@home
mailto:folding@home


Types of Implementation
Server room cluster (dedicated 
or non-dedicated)

Office-distributed cluster (non-
dedicated)

Geographically-distributed 
cluster (non-dedicated)

Management 
control

Leverage existing resources

World’s your oyster



JET

World’s largest fusion research facility

Modelling & “number crunching”
Simulating plasma inside torus in 3d



JET Analysis Cluster

99 Linux nodes (114 processors)
Cheap PCs, no screen, no keyboard –
few £100
Centrally managed
85 Gflops
Mainly MPI applications
200 concurrent users - requires load 
balancing



JAC

Early Days …

JAC in April 2002



JAC

Rack mounted in server room
Fast ethernet/Gigabit connections 
between nodes
Dedicated Tessella systems 
administrator
Tessella involved in many application 
codes



Tessella GTI 

“Grid Technology Infrastructure”
Leverage existing desktop and server 
room resources
LAN and WAN based
Based on Condor
Added web interface, security, web 
services, …



Tessella GTI

Runs processes low priority on clients
Windows, Linux, Solaris, …

Suitable for exes, dlls, standalone 
Excel spreadsheets, …
Programmatic interface via web 
services
Secure logon



Submit With Input Files



Review Progress



Check Pool Status



Download Results



Applications

Flood prediction
Protein matches
Particle physics
Graphics rendering 
Biotechnology searches
Business analytics
Clash & crash analysis



Types of Solution

Globally distributed
climateprediction.net, etc

LAN Distributed
GTI, etc

Controlled Cluster
Beowulf

Lots of success with all
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